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EXAM 2 
 

Practice A 

 

 

 

• There are 110 possible points on this exam. The test is out of 100. 

 

• You have one class period to complete this exam, but you should be able to complete it in 

less than that 
 

• Please turn off all cell phones and other electronic equipment. 

 

• Be sure to read all instructions and questions carefully. 

 

• Remember to show all your work. Writing down what you put into Excel is sufficient to 

show your work. 

 

• Try all questions! You get zero points for questions that are not attempted. 

 

• Note the last sheet lists all the equations you will need for this exam. 

 

• Please print clearly and neatly. 

 

 

 

 

 

 

 

  



 

 

Part I: Matching. Write the letter from the column on the right which best matches each 

word or phrase in the column on the left. You will not use all the options on the right and you 

cannot use the same option more than once. 

2 points each. 

 

1. E Central Limit Theorem 

2. A Confidence interval 

3. F Degrees of freedom 

4. C Practical significance 

5. H Statistical significance 

6. B Type I Error 

7. D Type II Error 

 

A. Attempts to capture the true population 

mean but not always. 

B. Example: Buying a video game that 

turned out to be boring. 

C. Example: Determining that a machine is 

putting in twice as many chips in a bag as 

it was designed to. 

D. Example: Refusing to major in a subject 

you find interesting and would lead to a 

great job. 

E. Justifies why a difference between the 

population and sample means does not 

mean something interesting is going on. 

F. Needed for critical t scores but not for 

critical z scores. 

G. Needed for critical z scores but not for 

critical t scores. 

H. When the absolute value of the calculated 

score is greater than the critical score. 

I. When you know the population standard 

deviation. 

 

1. The CLT reminds us that sample means can be unusually large or small by 

pure chance. It’s not enough to measure the sample average; you need to 

determine how likely its difference is due to randomness. 

2. Confidence intervals try to capture the true population mean with a margin 

of error centered around the sample average. It’s an application of the CLT. 

Yes, the sample average is the best guess but it could be a little lower or a 

little higher. How much difference is reasonable? The interval tells us. 

3. When you don’t know σ, you need degrees of freedom which inform you how 

closely the t distribution represents the z distribution; recall the t 

distribution is really a family of distributions; the degrees of freedom tell 

you which “family member” you care about. 

4. “Determining” implies the test was statistically significant. And it was 

practically significant, too! While it technically depends on details, it’s hard 

to imagine a scenario where it’s not a big deal that the machine is so very 

off. 

5. By definition; the absolute value of the difference between the population 

mean and the sample mean, adjusted for sample size and standard deviation, 



 

 

is compared to a critical value based on the normal distribution. This tells 

us the chance that the difference was a coincidence (alpha) or not. 

6. Your null hypothesis should be “not buy a game.” That’s your default state. 

If you reject it when you should have failed to reject it, you bought the game 

when you should have stuck with the null. Type I error. 

7. Your null hypothesis is to not major in something. By failing to reject that 

null, you risk missing out on a great major. (Like economics!) Type II error. 
 

Part II: Multiple Choice. Choose the best answer to the following.  

4 points each. 

 

8. Suppose you’re running a poll to determine if Senator Andy Guzman will win his re-

election. He has one opponent. Out of 100 likely voters surveyed, Sen. Guzman had 60% 

in favor of his re-election. What is the null hypothesis of this test? 

a. μ = 0.00 

b. μ = 0.40 

c. μ = 0.50 

d. μ = 0.60 

e. μ = 1.00 

 

The null hypothesis is whatever the default assumption is; here it’s that he’s split the 

vote, 50/50. 
 

9. Which of the following is an example of a two-tailed test? 

a. If your new internet is faster than the average. 

b. Whether a clock keeps better time than the standard clock. 

c. Testing if a different car frame design changes its strength. 

d. Determining if a dispenser puts the right amount of catnip in a cat toy. 

e. None of the above  

 

All these examples except D have extreme values which are not interesting—an 

internet that’s extremely slow, a clock that keeps much worse time, a weaker body—

because all of these deal with improvements. But it is noteworthy if there’s too little 

catnip or too much catnip placed in a toy. Either could represent a problem with the 

machine (and thus suggesting maintenance).  
 

10. If the null hypothesis is rejected at the 99% level, what must be true? 

a. The null hypothesis is rejected at the 95% level. 

b. The null hypothesis is rejected at the 99.9% level. 

c. The p value is less than 0.01 

d. A & C 

e. All of the above 

 



 

 

If something statistically significant at one particular significance level, it’s always 

going to be statistically significant at all significance levels below that one. Also, a 

p-value represents the lowest α one can claim and still get statistical significance. 

The α for 99% is 0.01, so the p-value would have to be below that value. 
 

11. Suppose you sample various factories in Maryland and various factories in Virginia. You 

find that when you take into account the costs of labor, regulatory compliance, quality 

control, and other considerations, moving your factories to Virginia would save your firm 

$15 a year. The calculated z-value associated with this difference is 3.52. At 99% 

confidence, what should your conclusion be? 

a. It’s statistically significant and practically significant. 

b. It’s statistically significant but not practically significant. 

c. It’s not statistically significant but it is practically significant. 

d. It’s not statistically significant nor practically significant. 

e. None of the above / It is impossible to tell with the information provided. 

 

At 99% confidence, a two-tailed test is significant at the 2.576 level. 3.52 is well 

above this. But at just a $15/year difference, it’s not worth moving your whole 

operation across state lines.  
 

12. Suppose you gambled on some farmland which was priced very cheaply because it was 

once occupied by a feed lot. This could make the land very good, very poor, or have no 

effect. To test if your investment was a good one, you weigh a sample of 13 randomly 

select watermelons you just grew. You’re new at watermelon planting so you can only go 

on the standard deviation of your sample which was four pounds with an average of 18.25 

pounds. The average watermelon weighs 20 pounds. At 95% confidence, describe the 

results of your test. 

a. Reject the null because the result is less than the critical value. 

b. Fail to reject the null because the result is less than the critical value. 

c. Reject the null because the result is more than the critical value. 

d. Fail to reject the null because the result is more than the critical value. 

e. None of the above 

 

Since we don’t know the population standard deviation, we have to use the t-table 

provided. Ignore the z-score chart.  

 

𝑡 = |
18.25 − 20

4 √13⁄
| = |

−1.75

1.109
| = 1.577 

 

With 12 (13 – 1) degrees of freedom, 1.577 < 2.179. 

 



 

 

If you thought the critical value was 1.782, that was for the one-tailed test, not two-

tailed. Recall that our watermelons could be really good or really bad. Turns out, 

they might just be average. We fail to reject the null. 
 

13. Huyen runs a shoe company needs to figure out how much leather to order (which changes 

due to variations of assembly, differences in shoe sizes, etc.). Based on a sample of 40 

pairs, each pair uses, on average, 0.56 square meters of leather with a sample standard 

deviation of 0.17. At 99.9% confidence, what’s the confidence interval of leather, in square 

meters, used per pair of shoes? 

a. Between 0.464 & 0.656 

b. Between 0.472 & 0.648 

c. Between 0.487 & 0.633 

d. Between 0.491 & 0.629 

e. None of the above 

 

Note you are using the t distribution because you don’t know the population 

standard deviation. You only know the sample standard deviation. Thus you type 

into Excel “=CONFIDENCE.T(0.001,0.17,40)” resulting in about 0.0956. Add and 

subtract that result from 0.56 (the sample mean, your point estimate) and get 0.656 

on the high end and 0.464 on the low end. 

 
14. Suppose you wanted to if people spent an unusually large amount of time looking at your 

website. Based on a sample of 300 users, you found they spent an average of 14.8 minutes 

looking at your website with 99% margin of error of 3 minutes. Suppose the average 

amount of time spent on a website is 12.2 minutes. Is your sample average statistically 

significant compared to the average? 

a. No, because the sample size is too small. 

b. No, because the population average is in the confidence interval. 

c. Yes, because the population average is larger than the margin of error. 

d. Yes, because the difference between the sample average and the population average 

is less than the confidence interval. 

e. Because you do not have the standard deviation, it is impossible to tell the answer 

to this question. 

 

This example creates a 99% confidence interval between 11.8 minutes and 17.8 

minutes. In other words, there is a 99% chance the true population mean is in that 

interval. Note this is indeed the case—the population mean is 12.2—so the fact that 

your sample average happens to be higher than your population average is probably 

a coincidence. The definition of not statistically significant. 

 

Note as well that you must have the standard deviation; you could not have 

determined a margin of error without it. 
 

 



 

 

15. Which of the following is a true statement? 

a. “As α increases, the margin of error decreases.” 

b. “All practically significant results are statistically significant.” 

c. “There is no maximum value for the standard deviation of a sample proportion.” 

d. A & B 

e. All of these are true 

 

A is true. As α increases, you establish a lower confidence level. Therefore, the 

margin of error shrinks (because at a lower confidence level the associated z or t 

score is smaller). Because the interval is defined as the margin of error plus and 

minus the sample mean, a smaller error means a narrower interval. 

 

B is also true. If the result isn’t statistically significant, then it’s functionally zero 

which is never practically significant. 

 

But C is not true. Because proportions are confined to between zero and one, there’s 

a natural maximum for standard deviation. You can see that in the hypothesis testing 

equation for proportions, where you multiply  
 

16. Consider a normal distribution with a mean of sixty and a standard deviation of eight. What 

percent of observations have a value more than 58 but no bigger than 61? 

a. 0.1% 

b. 14.8% 

c. 19.7% 

d. 24.5% 

e. None of the above 

 

First begin by finding the portion of observations 61 or less. That’s 

“=NORM.DIST(61,60,8,1)”, or 0.5497. Then find the portion of observations that’s 

58 or less. That’s “=NORM.DIST(58,60,8,1)”, or 0.4013. The difference between 

the two is 14.8%. 
 

17. Alice is an analyst for an airline and she wants to know if removing the charge for checked 

bags will reduce how often people carry on their luggage. Suppose 60% of airline 

passengers have no checked bags. The airline decides to offer 122 different customers 

across five flights free checked bags and 52% of those customers have no checked bags. 

Using standard thresholds for statistical significance, is this result statistically significant?  

a. It’s not statistically significant. 

b. It is statistically significant at a confidence level of 95%, but no higher. 

c. It is statistically significant at a confidence level of 99%, but no higher. 

d. It is statistically significant at a confidence level of 99.9%. 

e. There is not enough information to determine an answer. 

 



 

 

This is a test of proportion, since we’re wondering what portion of passengers will 

check luggage. Before we run the numbers, note that (a) this is a one-tailed test and 

(b) while this is across five flights, the relevant sample size is 122. 

 

𝑧𝑝 = ||
0.52 − 0.60

√0.6(1 − 0.6)
122

|| = |
−0.08

0.04435
| = 1.804 

 

Since this is a one-tail z test and the critical value at 95% confidence is 1.645, we 

do have statistical significance. Note that if it was a two-tail test, the critical value 

would be 1.960 and wouldn’t be statistically significant. 
 

18. Where is the sample average in relation to a confidence interval? 

a. In the exact middle. 

b. Somewhat near the middle; it depends on how the sample was gathered. 

c. It depends on the standard deviation. 

d. It’s either at the low end or the high end of the interval. 

e. It’s impossible to know. 

 

The confidence interval is calculated by adding and subtracting the margin of error 

from the sample average; thus the sample average is in the exact middle of the 

confidence interval. 
 

19. Suppose you find that 10% of men are “tall,” with “tall” being defined as more than 72 

inches tall. Assuming a symmetric normal distribution of height, if the standard deviation 

of men’s height increased, what would happen? 

a. Fewer than 10% of men would be “tall.” 

b. Fewer than 10% of men would be “tall” for small increases, but it would be the 

opposite for large increases. 

c. 10% of men would still be “tall.” 

d. More than 10% of men would be “tall” for small increases, but it would be the 

opposite for large increases. 

e. More than 10% of men would be “tall.” 

 

Increasing the standard deviation “flattens” the normal distribution; with greater 

dispersion, more observations are shoved to the extreme values and you get more 

“tall” men. 
 

Part III: Short Answer. Answer the following.  

16 points each. 

 

20. The self-checkout was invented by David R. Humble in 1984. It uses a scale to confirm 

the item scanned was placed in the bag. But all item weights vary. And some weights—

like of the bread baked in the store—vary a lot. So the self-checkout uses a confidence 



 

 

interval: as long as the weight of the item is in the interval, the computer reads it as the 

item in question. Suppose you are programming the computer with bread weights. You 

test the weight of 12 loaves of bread, getting an average of 1.4 pounds with a population 

standard deviation of 0.2 pounds. To 99% confidence, what’s the range of the confidence 

interval? Remember to show all your work and/or relevant Excel commands. 

 

I will do this both by hand and with Excel. First, by hand. 

 

Note that we have the population standard deviation so we’ll be using the z scores. 

Since this is a confidence interval, we’ll use the two-tailed version. At 99% 

confidence, z=2.576. 

 

Thus: 1.4 ∓ 2.576 (0.2
√12

⁄ ) = 1.4 ∓ 2.576(0.2
3.464102⁄ ) 

= 1.4 ∓ 2.576(0.057735) = 1.4 ∓ 0.148725 

 

The lower boundary is about 1.2513  

The upper boundary is about 1.5487 

 

Using Excel, note, again, we know the population standard deviation. Thus we will 

use the CONFIDENCE.NORM function (instead of CONFIDENCE.T).  

 

Type: “=CONFIDENCE.NORM(0.01,0.2,12)” and press ENTER. You should get 

0.148716. This is the margin of error. Note that it’s slightly difference than what I 

calculated above (0.148725). This is due to rounding. 

 

Also note that Excel asked for probability—our alpha—not confidence. That’s why 

we type 0.01 and not 0.99. 

 

Adding and subtracting, you get: 

 

The lower boundary is about 1.2513  

The upper boundary is about 1.5487 

 

Same as before. If rounding differences would have resulted in a different number, 

it’s not a big deal. This is why I ask you to show your work. If you got a slightly 

different number than I have, I can see if it’s due to rounding. If it is, and the 

rounding isn’t misguided (e.g. rounding 1.41 to 1.4), then I won’t penalize you. 

 
21. Suppose 34% of people drink coffee in the morning and you want to know the effect of a 

new advertising campaign your coffee company is about to launch. After it’s launched, a 



 

 

survey (based on 2,395 people) reveals that 36% drink coffee in the morning. At 95%, 

99%, and 99.9%, what should you conclude? 

 

In answering this question, be sure to: 

• Show your work on the calculated value; 

• Indicate what your critical value or p-value is; 

• Indicate what your critical values are; 

• Determine if this is statistically significant 

 

This is a two-tailed test—you’re checking for an effect, not if it “improved” it—so 

you do some math: 

 

𝑧𝑝 = ||
𝑝 − 𝜋

√𝜋(1 − 𝜋)
𝑛

|| = ||
0.36 − 0.34

√
0.34(1 − 0.34)

2,395

|| = |
0.02

0.00968
| = 2.066 

 

At 95% confidence (z=1.96), it is statistically significant. But at 99% (z=2.576) and 

99.9% (z=3.291), it is not statistically significant. 
 

22. Gustav Graves is slicing meat at his deli. Like all meat slicers, his slices meat as thinly as 

physically possible; that way he gets the largest number of slices, and the most flavor, per 

pound of meat. Thinner slices are always better. 

 

His meat slicer normally slices meat 0.8 mm thick but he's wondering if it needs to be 

cleaned and serviced. He uses it to make 14 slices. The average thickness of this sample 

is 1 mm with a standard deviation of 0.4. 

 

At 95% confidence, does Gustav need to have his meat slicer serviced? If this difference 

is statistically significant, how would you know if it's practically significant (name at 

least two factors)? 

 

In answering this question, be sure to: 

• Show your work on the calculated value; 

• Indicate what your calculated value is; 

• Indicate what your critical value or p-value is; 

• Determine if this is statistically significant; 

• Determine how you would know if this is practically significant 

 

This is a hard question. First and foremost, recognize that this is not a two-tailed 

test. It is a one-tailed test. Remember: thinner slices are always better. In other 

machine examples, too much or too little indicated a problem. But if the machine 

for whatever reason is slicing meat even thinner than 0.8 mm, that's cause for 

celebration, not a reason to service it. 



 

 

 

Also note this is a t-test, not a z-test. We have a sample standard deviation, not a 

population standard deviation 

 

So we do the math: (1-0.8) / (0.4/sqrt(14)) = 1.87 

 

We have 13 degrees of freedom (14-1). With a one-tailed test of an alpha of 0.05, 

(=T.INV(0.1,13)), you have a critical value of 1.771 (note that the =TINV 

command defaults to two-tailed so it must be converted; at an alpha of 0.1, 0.05 is 

in either half of the tail). 

 

So yes, it is statistically significant. The slicer needs to be serviced. 

 

But should Gustav service it? 0.2 mm difference doesn't seem like that much. It 

might be. It might not. It depends on: 

• How much would it cost, in time and money, to get it fixed? If it cost $600, 

it's probably best to let it slide until the problem is bad enough. 

• Does Gustav have another slicer? If this is his only one, not having it for 

even a day would be a big problem. 

• How much meat does Gustav use? At the current sample average, for every 

4 slices Gustav cuts, he loses a slice if the machine was functioning properly 

(at four slices, he goes through 4 mm. If each slice was 0.8 mm thick, he'd 

get five slices out of 4 mm of meat). Turning five slices into four slices isn't a 

huge deal, but if he goes through a lot of meat every day, that can multiply 

into scores of sandwiches he's effectively giving away for free. 

• How much does he pay for meat? If this is cheap meat he's losing, not a big 

deal. But if this is very fancy meat that's he's effectively giving away, service 

that slicer ASAP. This idea leads to an interesting prediction: high-end delis 

will have better slicers than low-end delis because their meat is probably 

more expensive and thus it pays to get the absolute most out of it. 

• To answer this part of the question correctly, you wouldn't have to note all 

of these factors; as mentioned, two would suffice. But the basic goal is to 

demonstrate an understanding of the practical application behind statistical 

significance. 
 

Exam 2 Equation and Information Reference 

 
Function Output 

ABS The absolute value of an input 

AVERAGE Arithmetic mean of a dataset  

CONFIDENCE.NORM Determines the margin of error to make a confidence interval (known σ) 



 

 

CONFIDENCE.T Determines the margin of error to make a confidence interval (unknown σ) 

CORREL Correlation coefficient of two variables 

CTRL + ` Show formulas 

CTRL + F Find 

CTRL + P Print 

CTRL + X Cut highlighted area 

CTRL + C Copy highlighted area 

CTRL + V Paste highlighted area 

CTRL + Z Undo 

F4 Makes cell reference absolute 

GEOMEAN Geometric mean of a dataset (adjustments must be added manually) 

LARGE 
Larger values of a dataset (k=1 is largest, k=2 is second largest, k=3 is third 

largest…) 

MAX Maximum value of a dataset 

MEDIAN Median of a dataset 

MIN Minimum value of a dataset 

MODE Mode of a dataset 

NORM.DIST Returns the normal distribution for a specified mean and standard deviation. 

NORM.INV 
Returns the inverse of the normal cumulative distribution for a specified mean and 

standard deviation. 

NORM.S.DIST Returns the standard normal distribution. 

NORM.S.INV 
Returns the inverse of the standard normal cumulative distribution. Useful for 

finding critical z scores. 

QUARTILE The 0th to 4th quartile of a dataset 

SQRT Finds the square root of the value in question. 

SMALL 
Smaller values of a dataset (k=1 is smallest, k=2 is second smallest, k=3 is third 

smallest…) 

STDEV.S Standard deviation of a sample 

T.INV Finds area under a t distribution; useful for finding one-tailed critical t scores. 

T.INV.2T Finds area under a t distribution; useful for finding two-tailed critical t scores. 

 

 



 

 

Geometric Mean 

𝐺𝑒𝑜𝑚𝑒𝑡𝑟𝑖𝑐 𝑀𝑒𝑎𝑛 = √∏(1 + 𝑥𝑖)

𝑛

𝑖=1

𝑛

− 1 

 

Weighted Average 

𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 =
∑ (𝑤𝑖𝑥𝑖)

𝑛
𝑖

∑ 𝑤𝑖
𝑛
𝑖

 

 

Coefficient of Variation 

𝐶𝑉 =
𝑠

�̅�
 

 

Confidence interval for proportion 

 

𝐶�̂��̅� = �̅� ∓ 𝑧𝛼/2√
�̅�(1 − �̅�)

𝑛
 

 

 

 

 

Hypothesis testing 

 

z-test 

𝑧�̅� = |
�̅� − 𝜇

𝜎 √𝑛⁄
| 

 

t-test 

𝑡�̅� = |
�̅� − 𝜇

𝑠 √𝑛⁄
| 

 

z-test (proportion) 

𝑧𝑝 = ||
�̅� − 𝜋

√𝜋(1 − 𝜋)
𝑛

|| 

 

Critical z scores 

 

Use =NORM.S.INV command 

 

Confidence α zα/2 zα 

95% 0.05 1.960 1.645 

99% 0.01 2.576 2.326 

99.9% 0.001 3.291 3.090 

 

Critical t scores 

 

Use T.INV or T.INV.2T commands or see the table on 

the last page 

 

p-values 

 

Make your calculated value negative and then use one 

of the following (make sure cumulative is turned on): 

 

 1 tail 2 tails 

z NORM.S.DIST Multiply 1 tail 

result by 2 t T.DIST 

 

 

 

 

 

 

 

 

 

 

 

  



 

 

 


